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Abstract—In this paper, we provide a compositional framework for the construction of infinite approximations of interconnected stochastic control systems. Our approach is based on a notion of so-called stochastic simulation functions that are associated with interfaces. The stochastic simulation functions are used to quantify the approximation error while the interfaces are used to lift the controllers synthesized for the approximation to the controllers for the original stochastic system. In the first part of the paper, we analyze interconnected stochastic control systems which consist of several stochastic control subsystems. We derive sufficient conditions that facilitate the compositional construction of stochastic simulation functions together with the associated interfaces. Specifically, we show how to construct a stochastic simulation function with the corresponding interface for the interconnected stochastic control system from the simulation functions and interfaces of the individual stochastic control subsystems. In the second part of the paper, we focus on linear stochastic control systems. We extend a methodology, which is known for the non-probabilistic case, to construct infinite approximations of linear stochastic control systems together with their stochastic simulation functions and the corresponding interfaces. Finally, we illustrate the effectiveness of the proposed results on the interconnection of four linear stochastic control subsystems.

I. INTRODUCTION

The design of controllers for complex (stochastic) control systems with respect to some complex specifications, e.g. linear temporal logic (LTL) [2], in a reliable and cost-effective way is a grand challenge in the study of many safety-critical systems. One promising direction to overcome those complexity issues is the use of simpler (in)finite approximations of the given systems as a substitute in the controller design process. Those approximations allow us to design controllers for the approximations and then refine the controllers to the ones for the concrete complex systems, while providing us with the quantified errors in this detour controller synthesis scheme.

The last decade has witnessed several results on the construction of (in)finite approximations of continuous-time stochastic control systems. The interested reader can consult the recent results in [13, and references therein] on the construction of finite approximations of stochastic control systems. Using those finite approximations, one can leverage the apparatus of finite-state reactive synthesis [9] towards the problem of synthesizing hybrid controllers enforcing complex logical specifications on the original systems. The results in [7] check if an infinite approximation is formally related to a concrete stochastic control system via a notion of so-called stochastic simulation function, however these results do not extend to the construction of approximations and are computationally tractable only for autonomous models (i.e., with no inputs). Note that the proposed results in [13] and [7] take a monolithic view of continuous-time stochastic control systems, where the entire system is approximated. This monolithic view interacts badly with the construction of approximations, whose complexity grows (possibly exponentially) in the number of state variables in the model.

In this paper, we provide a compositional framework for the construction of infinite approximations of interconnected stochastic control systems consisting of several stochastic control subsystems. Our framework is based on a new notion of so-called stochastic simulation function and associated interfaces. Similar to the proposed notions for non-probabilistic control systems [6], the stochastic simulation function in this paper is used to quantify the error between the approximation and the concrete stochastic control system, while the interface is used to lift a controller for the approximation to a controller for the original system.

In the first part of the paper, we present a sufficient small-gain type condition, similar to the one in [4], that facilitates the construction of a stochastic simulation function together with an associated interface between the approximation and the interconnected stochastic system, from the stochastic simulation functions and interfaces of the individual subsystems. In the second part of the paper, we focus on linear stochastic control systems. We extend the approach in [10] on the construction of approximations of linear non-probabilistic control systems together with their corresponding simulation functions and interfaces to linear stochastic control systems.

Similar approaches on the compositional construction of simulation functions based on small-gain type conditions are proposed in [5] and [12]. In [5], the interconnection of two non-probabilistic control subsystems is studied. We generalize that result by considering interconnections of an arbitrary (but finite) number of stochastic control subsystems. General interconnected stochastic systems with an arbitrary number of subsystems are studied in [12] as well. Although the results in [5], [12] assume there exist approximations of original systems and do not provide a way of constructing them, here, we provide constructive means to compute approximations for the case of linear stochastic control systems.

II. STOCHASTIC CONTROL SYSTEMS

A. Notation

We denote by \( \mathbb{N} \) the set of nonnegative integer numbers and by \( \mathbb{R} \) the set of real numbers. We annotate those symbols with subscripts to restrict them in the obvious way, e.g. \( \mathbb{R}_{>0} \) denotes the positive real numbers. The symbols \( I_n, 0_n, \) and \( 0_{n \times m} \) denote the identity matrix, zero vector, and zero matrix in \( \mathbb{R}^{n \times n}, \mathbb{R}^n, \) and \( \mathbb{R}^{n \times m}, \) respectively. For \( a, b \in \mathbb{R} \) with \( a \leq b, \) we denote the closed, open, and half-open intervals in \( \mathbb{R} \) by \([a, b], [a, b), (a, b), \) and \([a, b), \) respectively. For \( a, b \in \mathbb{N} \) and \( a \leq b, \) we use \([a, b], [a, b), [a, b)\] and \([a, b)\) to denote the corresponding intervals in \( \mathbb{N} \). Given \( N \in \mathbb{N}_{\geq 1}, \) vectors \( x_i \in \mathbb{R}^n, n_i \in \mathbb{N}_{\geq 1}, \) and \( i \in [1; N] \), we use \( x = [x_1; \ldots; x_N] \) to denote the vector in \( \mathbb{R}^n \) with \( n = \sum_{i=1}^N n_i. \) Similarly, we use \( X = [X_1; \ldots; X_N] \) to denote the matrix in \( \mathbb{R}^{n \times m} \) with \( m = \sum_{i=1}^N n_i, \) given \( N \in \mathbb{N}_{\geq 1}, X_i \in \mathbb{R}^{n_i \times m}, n_i \in \mathbb{N}_{\geq 1}, \) and \( i \in [1; N] \). Given a vector \( x \in \mathbb{R}^n, \) we denote by
Given a measurable function \( f : \mathbb{R}_+ \to \mathbb{R}^n \), the (essential) supremum of \( f \) is denoted by \( \|f\|_\infty \); measurability throughout this paper refers to Borel measurability; we recall that \( \|f\|_\infty = (\text{ess}\sup \{ |f(t)| , t \geq 0 \} \). A continuous function \( \gamma : \mathbb{R}_+ \to \mathbb{R}_+ \) is said to be bounded to class \( K_\infty \) if it is strictly increasing and \( \gamma(0) = 0 \). A continuous function \( \beta : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is said to belong to class \( K \) if, for each fixed \( s \), the map \( \beta(r, s) \) belongs to \( K \) with respect to \( r \) and, for each fixed nonzero \( r \), the map \( \beta(r, s) \) is decreasing with respect to \( s \) and \( \beta(r, s) \to 0 \) as \( s \to \infty \).

### B. Stochastic Control Systems

Let \( (\Omega, \mathcal{F}, \mathbb{P}) \) be a probability space endowed with a filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) satisfying the usual conditions of completeness and right continuity [8, p. 48]. Let \( (W_t)_{t \geq 0} \) be a \( \mathbb{F}\)-dimensional \( \mathbb{F}\)-Brownian motion.

**Definition 2.1:** The class of stochastic control systems with which we deal in this paper is the tuple \( \Sigma = (\mathbb{R}, \mathbb{R}^n, \mathbb{R}^p, \mathcal{U}, \mathcal{W}, f, \sigma, \mathbb{R}^q, \lambda) \), where
- \( \mathbb{R}^n \) is the state space;
- \( \mathbb{R}^m \) is the external input space;
- \( \mathbb{R}^p \) is the internal input space;
- \( \mathcal{U} \) is a subset of the set of all \( \mathbb{F}\)-progressively measurable processes with values in \( \mathbb{R}^m \); see [8, Def. 1.11];
- \( \mathcal{W} \) is a subset of the set of all \( \mathbb{F}\)-progressively measurable processes with values in \( \mathbb{R}^p \);
- \( f : \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \) is the drift term which is globally Lipschitz continuous; there exist constants \( L_x, L_u, L_w \in \mathbb{R}_+ \) such that:
\[
\|f(x, u, w) - f(x', u', w')\| \leq L_x \|x - x'\| + L_u \|u - u'\| + L_w \|w - w'\|
\]
for all \( x, x' \in \mathbb{R}^n \), all \( u, u' \in \mathbb{R}^m \), and all \( w, w' \in \mathbb{R}^p \);
- \( \sigma : \mathbb{R}^n \to \mathbb{R}^{n \times p} \) is the diffusion term which is globally Lipschitz continuous;
- \( \mathbb{R}^q \) is the output space;
- \( h : \mathbb{R}^n \to \mathbb{R}^q \) is the output map.

A stochastic control system \( \Sigma \) satisfies
\[
\Sigma : \int d\xi(t) = f(\xi(t), \nu(t), \omega(t)) dt + \sigma(\xi(t)) dW_t, \quad \zeta(t) = h(\xi(t)),
\]
\[
(\xi, \nu, \omega) \in \mathcal{U} \times \mathcal{W} \times \mathcal{F}_t
to denote the value of the solution process at time \( t \in \mathbb{R}_+ \) under the input trajectories \( \nu \) and \( \omega \) from initial condition \( \xi_{s_0}(t) = 0 \) a \( \mathbb{F}\)-a.s., in which \( \nu \) is a random variable that is \( \mathcal{F}_0 \)-measurable. We denote by \( \xi_{s_0}(t) \) the output trajectory of the solution process \( \xi_{s_0}(t) \). We emphasize that the postulated assumptions on \( f \) and \( \sigma \) ensure existence, uniqueness, and strong Markov property of the solution processes [3].

### III. Stochastic Simulation Function

Here, we introduce the notion of stochastic simulation function, inspired by the notion of simulation function in [10], for non-probabilistic control systems with internal and external inputs.

**Definition 3.1:** Let \( \Sigma = (\mathbb{R}, \mathbb{R}^n, \mathbb{R}^p, \mathcal{U}, \mathcal{W}, f, \sigma, \mathbb{R}^q, \lambda) \) and \( \Sigma = (\mathbb{R}, \mathbb{R}^n, \mathbb{R}^p, \mathcal{U}, \mathcal{W}, f, \sigma, \mathbb{R}^q, \lambda) \) be two stochastic control systems with the same internal input and output space dimension. Let \( V : \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}_+ \) be a twice continuously differentiable function and \( V_0 : \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}_+ \) be a (measurable) function which is globally Lipschitz continuous in the first argument. The function \( V \) is called a simulation function of \( \Sigma \) by \( V_0 \) and \( V_0 \) is called the associated interface if for every \( x \in \mathbb{R}_+ \), \( \xi \in \mathbb{R}^n \), \( \bar{u} \in \mathbb{R}^m \), \( w, \tilde{w} \in \mathbb{R}^p \), the inequalities:
\[
\alpha(\|x - \tilde{x}(\bar{u})\|) \leq V(x, \tilde{x}), \quad (\text{III.1})
\]
\[
L_{\nu, \bar{u}, \omega} V(x, \tilde{x}) := \left[ \partial_x V \right] \left[ f(x, V_0(x, \tilde{x}, \bar{u}, w)) \right] \tilde{x} + \frac{1}{2} \text{Tr} \left[ \begin{bmatrix} \sigma(\tilde{x}) & \sigma^T(\tilde{x}) \end{bmatrix} \left( \begin{bmatrix} \sigma(x) & \sigma^T(x) \end{bmatrix} \right) \right] \\
\]
design process by taking the detour through the abstraction, is quantified by inequality (III.3).

In the next section, we work with interconnected stochastic control systems without internal inputs, resulting from the interconnection of stochastic control subsystems having both internal and external signals. In this case, the interconnected stochastic control systems reduce to the tuple $\Sigma = (\mathbb{R}^n, \mathbb{R}^m, \{U, f, \sigma, \mathbb{R}^q, h\})$ and the drift term becomes $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$. In this view, the definition of stochastic simulation function for stochastic control systems without internal inputs simplifies as: the interface function becomes $\nu : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m$ and the term $\rho_{int}(\|w - \bar{w}\|)$ is omitted in (III.3). Similarly, the results in Theorem 3.2 are modified accordingly, i.e., for systems without internal inputs the inequality (III.3) is not quantified over $\omega, \bar{\omega} \in \mathcal{W}$ and, hence, the term $\gamma_{int}(\|\omega - \bar{\omega}\|_{\infty})$ is omitted as well.

IV. COMPOSITIONALITY RESULT

In this section, we analyze interconnected stochastic control systems and show how to construct an abstraction of an interconnected stochastic control system together with the corresponding stochastic simulation function and the interface in a compositional fashion. The definition of the interconnected stochastic control system is based on the notion of interconnected systems introduced in [11].

A. Interconnected stochastic control systems

We consider $N \in \mathbb{N}_{\geq 1}$ stochastic control subsystems

$$\Sigma_i = (\mathbb{R}^{n_i}, \mathbb{R}^{m_i}, \mathbb{R}^p, U_i, W_i, f_i, \sigma_i, \mathbb{R}^q, h_i), \quad i \in [1; N]$$

with partitioned internal inputs and outputs

$$u_i = [w_{i1}; \ldots; w_{i(i-1)}; w_{iN}] \quad \text{and} \quad y_i = [y_{i1}; \ldots; y_{iN}], \quad y_{ij} \in \mathbb{R}^{p_{ij}}$$

and output function

$$h_i(x_i) = [h_{i1}(x_i); \ldots; h_{iN}(x_i)].$$

We interpret the outputs $y_{ij}$ as external outputs, whereas the outputs $y_{ij}$ with $i \neq j$ are internal outputs which are used to define the interconnected stochastic control systems. In particular, we assume that the dimension of $w_{ij}$ is equal to the dimension of $y_{ij}$, i.e., the following interconnection constraints hold:

$$p_{ij} = q_{ij}, \quad \forall i, j \in [1; N], \quad i \neq j. \quad \text{(IV.3)}$$

If there is no connection between stochastic control subsystem $\Sigma_i$ and $\Sigma_j$, then we assume that the connecting output function is identically zero for all arguments, i.e., $h_{ij} \equiv 0$. We define the interconnected stochastic control system as the following.

Definition 4.1: Consider $N \in \mathbb{N}_{\geq 1}$ stochastic control subsystems $\Sigma_i = (\mathbb{R}^{n_i}, \mathbb{R}^{m_i}, \mathbb{R}^p, U_i, W_i, f_i, \sigma_i, \mathbb{R}^q, h_i), i \in [1; N]$, with the input-output configuration given by (IV.3). The interconnected stochastic control system $\Sigma = (\mathbb{R}^{n}, \mathbb{R}^{m}, \mathbb{U}, f, \sigma, \mathbb{R}^q, h)$, denoted by $\mathcal{I}(\Sigma_1, \ldots, \Sigma_N)$, follows by $n = \sum_{i=1}^{N} n_i$, $m = \sum_{i=1}^{N} m_i$, $q = \sum_{i=1}^{N} q_{ii}$, and functions

$$f(x, u) = [f_1(x_1, u_1, w_2); \ldots; f_N(x_N, u_N, w_N)],$$

$$\sigma(x) = [\sigma_1(x_1); \ldots; \sigma_N(x_N)],$$

$$h(x) = [h_{i1}(x_1); \ldots; h_{iN}(x_N)],$$

where $u = [u_1; \ldots; u_N]$ and $x = [x_1; \ldots; x_N]$ and with the interconnection variables constrained by $w_{ij} = y_{ij}$ for all $i, j \in [1; N], i \neq j$.

The interconnection of two stochastic control subsystems $\Sigma_i$ and $\Sigma_j$ is illustrated in Figure 1.

B. Compositional construction of abstractions, simulation functions, and interfaces

We further assume that we are given $N$ stochastic control subsystems $\Sigma_i = (\mathbb{R}^{n_i}, \mathbb{R}^{m_i}, \mathbb{R}^p, U_i, W_i, f_i, \sigma_i, \mathbb{R}^q, h_i)$, together with their abstractions $\hat{\Sigma}_i = (\mathbb{R}^{n_i}, \mathbb{R}^{m_i}, \mathbb{R}^p, U_i, W_i, f_i, \hat{\sigma}_i, \mathbb{R}^q, h_i)$, with the stochastic simulation functions $V_i$ of $\Sigma_i$, and with the associated interfaces $\nu_{i\hat{i}}$. We use $\lambda_i, \alpha_i, \beta_{ext}$, and $\rho_{int}$ to denote the corresponding positive constant and $K_\infty$ functions appearing in Definition 3.1. In order to provide the main compositionality result, we require the following assumption:

Assumption I: For any $i, j \in [1; N], i \neq j$, there exist $K_\infty$ functions $\gamma_i$ and constants $\lambda_i \in \mathbb{R}_{> 0}$ and $\delta_{ij} \in \mathbb{R}_{\geq 0}$ such that for any $r \in \mathbb{R}_{> 0}$

$$\lambda_r \geq \lambda_i \gamma_i(r) \quad \text{(IV.4a)}$$

$$h_{ij} \equiv 0 \implies \delta_{ij} = 0 \quad \text{and}$$

$$h_{ij} \neq 0 \implies \rho_{int}((N - 1)\alpha_i^{-1}(r)) \leq \delta_{ij} \gamma_{ij}(r). \quad \text{(IV.4b)}$$

For the case of notation in the rest of the paper, we define matrices $\Lambda$ and $\Delta$ in $\mathbb{R}^{N \times N}$ with their components given by $\Lambda_{ii} = \lambda_i, \Delta_{ij} = 0$ for $i \in [1; N]$ and $\lambda_i = 0, \Delta_{ij} = \delta_{ij}$ for $i, j \in [1; N], i \neq j$. Moreover, we define $\Gamma(s) := [\gamma_1(s_1); \ldots; \gamma_N(s_N)]$, where $s = [s_1; \ldots; s_N].$

The next theorem provides a compositional approach on the construction of abstractions of interconnected stochastic control systems, of the corresponding stochastic simulation functions, and of the interfaces.

Theorem 4.2: Consider the interconnected stochastic control system $\Sigma = \mathcal{I}(\Sigma_1, \ldots, \Sigma_N)$ induced by $N \in \mathbb{N}_{\geq 1}$ stochastic control subsystems $\Sigma_i$. Suppose that each stochastic control subsystem $\Sigma_i$ approximately alternatingly simulates a stochastic control subsystem $\Sigma_i$ with the corresponding stochastic simulation function $V_i$ and interface function $\nu_{i\hat{i}}$. If Assumption I holds and there exists a vector $\mu \in \mathbb{R}^N$ such that the inequality

$$\mu^T (-\Lambda + \Delta) < 0 \quad \text{(IV.5)}$$

is satisfied, then $V(x, \hat{x}) = \sum_{i=1}^{N} \mu_i V_i(x_i, \hat{x}_i)$ is a stochastic simulation function of $\Sigma = \mathcal{I}(\Sigma_1, \ldots, \Sigma_N)$ by $\Sigma$ with the following associated interface:

$$\nu_{i\hat{i}}(x, \hat{x}, \bar{u}) = [\nu_{i\hat{i}1}(x_1, \hat{x}_1, \bar{u}_1, \bar{w}_1); \ldots; \nu_{N\hat{i}N}(x_N, \hat{x}_N, \bar{u}_N, \bar{w}_N)], \quad \text{(IV.6)}$$

where

$$\bar{u} = \begin{bmatrix} \hat{h}_{i1}(\hat{x}_1); \ldots; \hat{h}_{i(i-1)}(\hat{x}_{i(i-1)}); \hat{h}_{i(i+1)}(\hat{x}_{i(i+1)}); \ldots; \hat{h}_{iN}(\hat{x}_N) \end{bmatrix}. \quad \text{We interpret the inequality component-wise, i.e., for } x \in \mathbb{R}^N \text{ we have } x < 0 \text{ iff every entry } x_i < 0, \quad i \in [1; N].$$
The proof is similar to the one of Theorem 2 in [10] and is omitted due to lack of space.

Remark 4.3: As shown in [4, Lemma 3.1], a vector \( \mu \in \mathbb{R}^{n_0}_{\geq 0} \) satisfying \( \mu^T(-\Delta + \Delta) < 0 \) exists if and only if the spectral radius of \( \Delta^{-1} \Delta \) is strictly less than one.

Remark 4.4: If the functions \( \rho_{\text{int}}, \ i \in [1; N] \), satisfy the triangle inequality, \( \rho_{\text{int}}(a + b) \leq \rho_{\text{int}}(a) + \rho_{\text{int}}(b) \) for all non-negative values of a and b, then the condition (IV.4c) reduces to

\[
\rho_{\text{int}}(\nu_{\text{int}}(r)) \leq \rho_{\text{int}}(\nu_{\text{int}}(r)) \leq \delta_{\text{int}}(r).
\]

Figure 2 illustrates schematically the result of Theorem 4.2.

![Figure 2. Compositionality results.](image)

V. LINEAR STOCHASTIC CONTROL SYSTEMS

In this section, we focus on linear stochastic control systems \( \Sigma \) and square-root of quadratic stochastic simulation functions \( V \) with linear interfaces \( \nu_{\text{int}} \). In the first part, we assume that we have given an abstraction \( \Sigma \) and provide conditions under which \( V \) is a stochastic simulation function. In the second part, we show how to construct the abstraction \( \Sigma \) together with the stochastic simulation function \( V \) and corresponding interface \( \nu_{\text{int}} \).

A. Square-root of quadratic stochastic simulation functions

A linear stochastic control system is defined as a stochastic control system with the drift, diffusion, and output function given by

\[
\begin{align*}
    d\xi(t) &= (\mathbf{A}\xi(t) + \mathbf{B}u(t) + \mathbf{D}w(t)) \, dt + \mathbf{E} \xi(t) \, dw_t, \\
    \zeta(t) &= \mathbf{C} \xi(t),
\end{align*}
\]

where

\[
\mathbf{A} \in \mathbb{R}^{n \times n}, \, \mathbf{B} \in \mathbb{R}^{n \times m}, \, \mathbf{D} \in \mathbb{R}^{n \times p}, \, \mathbf{E} \in \mathbb{R}^{n \times n}, \, \mathbf{C} \in \mathbb{R}^{m \times n}.
\]

We use the tuple \( \Sigma = (\mathbf{A}, \mathbf{B}, \mathbf{C}, \mathbf{D}, \mathbf{E}, \mathbf{U}, \mathbf{W}) \) to refer to a stochastic control system of the form (V.1). Note that in this section we consider linear stochastic control systems driven by scalar Brownian motion for the sake of simplicity, though the proposed results can be further generalized for the systems driven by multi-dimensional Brownian motions.

In this section, we assume that there exist a constant \( \lambda \in \mathbb{R}_{\geq 0} \) and matrices \( \hat{M} \in \mathbb{R}^{n \times n} \), \( \hat{K} \in \mathbb{R}^{m \times n} \) such that the matrix (inequalities)

\[
\begin{align*}
    \mathbf{C}^T \mathbf{C} &\preceq \hat{M}, \quad \hat{M}^T = \hat{M}, \quad \text{and} \\
    (\mathbf{A} + \mathbf{B} \hat{K})^T \hat{M} + \hat{M} (\mathbf{A} + \mathbf{B} \hat{K}) &\preceq -2\lambda \hat{M},
\end{align*}
\]

hold. The stabilizability of \( (\mathbf{A}, \mathbf{B}) \) is necessary and sufficient for the existence of such matrices, and one can use various design techniques, e.g., pole placement, in combination with the Lyapunov equation to compute \( \lambda, \hat{M}, \) and \( \hat{K} \); see for instance [1] for further details.

Here, we consider square-root of quadratic stochastic simulation functions of the following form

\[
V(x, \hat{x}) = ((x - \hat{x})^T \hat{M} (x - \hat{x}))^{\frac{1}{2}}
\]

with the associated linear interface \( \nu_{\text{int}} \) given by

\[
\nu_{\text{int}}(x, \hat{x}, \hat{u}, \hat{w}) = \hat{K} (x - \hat{x}) + Q \hat{x} + R \hat{u} + S \hat{w}
\]

where \( P, Q, R, \) and \( S \) are matrices of appropriate dimensions. Assume that the equalities

\[
\begin{align*}
    AP &= PA - BQ, \\
    D &= P \hat{D} - BS, \\
    \hat{C} &= CP
\end{align*}
\]

and the inequality (V.6) hold for some \( \lambda \in \mathbb{R}_{>0} \). In the following, we show that those conditions imply that (V.3) is a stochastic simulation function of \( \hat{\Sigma} \) by \( \Sigma \) with the interface \( \nu_{\text{int}} \) given in (V.4).

Proof: Note that \( V \) is twice continuously differentiable and \( \nu_{\text{int}} \) is globally Lipschitz continuous in its first argument. We show that \( V \) satisfies

\[
\mathcal{L}_{w, \hat{u}, \hat{w}} V(x, \hat{x}) \leq V(x, \hat{x})
\]

for all \( x \in \mathbb{R}^n, \hat{x} \in \mathbb{R}^n, \hat{u}, \hat{w} \in \mathbb{R}^\hat{m}, w, \hat{w} \in \mathbb{R}^p \).

From (V.5c), we have \( \|C_{x} - \hat{C}_{\hat{x}}\| \leq V(x, \hat{x}) \) holds for all \( x \in \mathbb{R}^n, \hat{x} \in \mathbb{R}^n \). We proceed with showing the inequality in (V.7). Note that

\[
\begin{align*}
    \partial_{x,x} V(x, \hat{x}) &= \frac{(x - \hat{x})^T \hat{M}}{V(x, \hat{x})}, \quad \partial_{\hat{x},x} V(x, \hat{x}) = -\frac{(x - \hat{x})^T \hat{M}}{V(x, \hat{x})}, \\
    \partial_{x,\hat{x}} V(x, \hat{x}) &= \frac{M(x - \hat{x}) (x - \hat{x})^T \hat{M}}{V(x, \hat{x})}, \\
    \partial_{\hat{x},\hat{x}} V(x, \hat{x}) &= -\partial_{\hat{x},x} V(x, \hat{x}) P, \\
    \partial_{x,\hat{x}} V(x, \hat{x}) &= P^T \partial_{x,\hat{x}} V(x, \hat{x}) P
\end{align*}
\]

holds. By using the equations (V.5a) and (V.5b) and the definition of the interface function in (V.4) we simplify

\[
\begin{align*}
    AX + B V(x, \hat{x}) + Dw - P A \hat{X} + \hat{B} u + \hat{D} \hat{w} \leq \mathcal{L}_{w, \hat{u}, \hat{w}} V(x, \hat{x})
\end{align*}
\]

to \( (A + BK)(x - \hat{x}) + D(w - \hat{w}) + (BR - PB) u \) and obtain as upper bound for \( \mathcal{L}_{w, \hat{u}, \hat{w}} V(x, \hat{x}) \) as follows:

\[
\begin{align*}
    (x - \hat{x})^T \hat{M} (x - \hat{x}) &+ \frac{\sqrt{(x - \hat{x})^T \hat{M} (x - \hat{x})}}{\sqrt{2(x - \hat{x})^T \hat{M} (x - \hat{x})}} \left[ \begin{array}{c} x \\ \hat{E} \\ \hat{E} \\ \hat{E} \end{array} \right] \\
    &\leq ((x - \hat{x})^T \hat{M} (x - \hat{x}))^{\frac{1}{2}}
\end{align*}
\]

Here, we just need \( V \) to be twice continuously differentiable over \( \mathbb{R}^n \times \mathbb{R}^\hat{m}, V(0, \hat{0}) = \{ (x, \hat{x}) \in \mathbb{R}^n \times \mathbb{R}^\hat{m} \mid V(x, \hat{x}) = 0 \}. \)
The linear stochastic control system is not affected by noise, 

\begin{equation}
\lambda \left[ \begin{array}{ccc} M & -MP & -MP \\
-PT M & P^T M & P^T M \\
0_{n \times n} & E^T & 0_{n \times n} \\
\end{array} \right] + \frac{1}{2} \left[ \begin{array}{cc} E^T & 0_{n \times n} \\
0_{n \times n} & \end{array} \right] \left[ \begin{array}{ccc} M & -MP & -MP \\
-PT M & P^T M & P^T M \\
0_{n \times n} & E & 0_{n \times n} \\
\end{array} \right] \leq -\lambda \left[ \begin{array}{ccc} M & -MP \\
-PT M & P^T M \\
\end{array} \right]
\end{equation}

(V.6)

We use (V.2) and (V.6) to obtain the following upper bound

\begin{equation}
\frac{(x - \tilde{p} x)^T M (A + BK)(x - \tilde{p} x) + }{\sqrt{(x - \tilde{p} x)^T M (x - \tilde{p} x)}} + 2 \sqrt{(x - \tilde{p} x)^T M (x - \tilde{p} x)} \leq -\lambda V(x, \hat{x})
\end{equation}

and with the help of Cauchy-Schwarz inequality to get the following upper bound

\begin{equation}
\frac{(x - \tilde{p} x)^T M (D(w - \hat{w}) + (BR - P \hat{B}) \hat{u})}{\sqrt{(x - \tilde{p} x)^T M (x - \tilde{p} x)}} \leq \|\sqrt{M}D\| \|w - \hat{w}\| + \|\sqrt{M}(BR - P \hat{B})\| \|\hat{u}\|.
\end{equation}

Using those computed upper bounds, we obtain (V.7) which completes the proof. Note that the $K_{\infty}$ functions $\alpha, \rho_{\text{ext}},$ and $\rho_{\text{int}},$ in Definition 3.1 associated with the stochastic simulation function in (V.3) are given by $\alpha(s) := s,$ $\rho_{\text{ext}}(s) := \|\sqrt{M}(BR - P \hat{B})\| s$ and $\rho_{\text{int}}(s) := \|\sqrt{M}D\| s,$ $\forall s \in \mathbb{R}_{\geq 0}.$

Note that Theorem 5.1 does not impose any condition on matrix $R.$ Similar to the results in [6, Proposition 1] for the non-probabilistic case, we propose a choice of $R$ which minimize function $\rho_{\text{ext}}.$ The choice of $R$ minimizing $\rho_{\text{ext}}$ is given by

\begin{equation}
R = (B^T MB)^{-1} B^T MB \hat{B}.
\end{equation}

(V.8)

As of now, we derived various conditions on the original system $\Sigma,$ the abstraction $\hat{\Sigma},$ and the matrices appearing in (V.3) and (V.4), to ensure that (V.3) and (V.4) result in a stochastic simulation function with the associated interface, respectively.

However, those conditions do not impose any requirements on the abstract external input matrix $\hat{B}.$ Similar to [6] in the context of non-probabilistic control systems, we choose an external input matrix $\hat{B}$ which preserves the behaviors of the original stochastic system $\Sigma$ on the abstraction $\hat{\Sigma}$ in the absence of noise: for every trajectory $(\xi, \zeta, \nu, \omega)$ of $\Sigma$ in the absence of noise there exists a trajectory $(\hat{\xi}, \hat{\zeta}, \hat{\nu}, \hat{\omega})$ of $\hat{\Sigma}$ in the absence of any noise such that $\hat{\zeta} = \tilde{\zeta}.$

Note that using the following choice of external input matrix $\hat{B},$ the results in [10] for the linear control system are fully recovered by the corresponding ones here providing that the linear stochastic control system is not affected by noise, implying that $E$ and $\hat{E}$ are identically zero.

**Theorem 5.2:** Consider two linear stochastic control systems $\hat{\Sigma} = (A, B, C, D, 0_{n \times n}, \hat{U}, \hat{W})$ and $\Sigma = (A, \hat{B}, \hat{C}, \hat{D}, 0_{n \times n}, U, W)$ with $p = \hat{p}$ and $q = \hat{q}.$ Suppose that there exist matrices $P, Q,$ and $S$ satisfying (V.3), and that the abstract external input matrix $\hat{B}$ is given by

\begin{equation}
\hat{B} = [\hat{P} \hat{B} \hat{P} \hat{A} \hat{G}],
\end{equation}

(V.9)

where $\hat{P}$ and $\hat{G}$ are assumed to satisfy

\begin{equation}
C = \hat{C} \hat{P}, \hspace{1cm} I_n = \hat{P} \hat{P} + GF, \hspace{1cm} \hat{P} \hat{P} = I_n.
\end{equation}

(V.10)

Fig. 3. The interconnected system $\mathcal{I}(\Sigma_1, \Sigma_2, \Sigma_3, \Sigma_4).$

1. Pick an injective $P$ satisfying (26), (27), and (28) in [10];
2. Compute $A$ and $Q$ from (V.5a);
3. Compute $D$ and $S$ from (V.5b);
4. Compute $C$ from (V.5c);
5. Compute $\hat{B}$ from (V.9);
6. Determine $M, K,$ and $\hat{E}$ so that (V.2) and (V.6) hold.

**TABLE I**

**CONSTRUCTION OF AN ABSTRACTION $\hat{\Sigma}.$**

**VI. AN EXAMPLE**

Let us demonstrate the effectiveness of the proposed results on an interconnection of four linear stochastic control subsystems. We consider the system $\mathcal{I}(\Sigma_1, \Sigma_2, \Sigma_3, \Sigma_4)$ illustrated in Figure 3, where $\Sigma_i, i \in \{1, 2\},$ and $\Sigma_j, j \in \{3, 4\},$ are two triple and two double integrators affected by noise, respectively, with system matrices for $i \in \{1, 2\}$ given by

\begin{equation}
A_i = \begin{bmatrix} 0 & 1 \\ 0 & 0 & 1 \\ 0 & 4 & -2 \end{bmatrix}, \hspace{1cm} B_i = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \hspace{1cm} C_i = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \hspace{1cm} E_i = I_3
\end{equation}

and for $j \in \{3, 4\}$ given by

\begin{equation}
A_j = \begin{bmatrix} 0 & 1 \\ 0 & 2 \end{bmatrix}, \hspace{1cm} B_j = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \hspace{1cm} C_j = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \hspace{1cm} E_j = I_2.
\end{equation}

We feed the output of $\Sigma_i, i \in \{1, 2\},$ to the input of $\Sigma_{i+2}$ and the output of $\Sigma_3$ (resp. $\Sigma_4$) to the input of $\Sigma_2$ (resp. $\Sigma_1$) which we describe with the interconnection matrices that define the output functions $h_{ij}(x_i) = C_{ij} x_i$ by $C_{ii} = C_{i(i+2)} = [1 \hspace{1cm} 0 \hspace{1cm} 0], \hspace{1cm} i \in \{1, 2\},$ and $C_{32} = C_{41} = [1 \hspace{1cm} 0]$ and the remaining $h_{ij} = 0.$ Correspondingly, the internal input matrices are given by $D_{14} = D_{23} = [0 \hspace{1cm} 0 \hspace{1cm} d]$, $D_{1j+2} = [0 \hspace{1cm} d \hspace{1cm} 0]$, $d \neq 0,$ and $j \in \{1, 2\}.$ Subsequently, we use $C_i = C_{ii}, i \in \{1, 2\},$ $C_3 = C_{32}, C_4 = C_{41}, D_1 = D_{14},$ $D_2 = D_{23}, D_3 = D_{31}, D_4 = D_{42},$ and denote the stochastic control subsystems by $\Sigma_i = (A_i, B_i, C_i, D_i, E_i, U_i, W_i).$
A. The abstract subsystems

In order to construct an abstraction for $I(\Sigma_1, \Sigma_2, \Sigma_3, \Sigma_4)$ we begin with the construction of the abstractions $\hat{\Sigma}_i$ for each individual subsystem $\Sigma_i$, $i \in \{1, 2, 3, 4\}$. We follow the steps outlined in Table II and obtain from step 1, for $i \in \{1, 2\}$ and $j \in \{3, 4\}$, the matrices $P^T_i = [1 \ 0 \ 0]$ and $P^T_j = [1 \ 0 \ 0]$. We continue with steps 2-5 and get the scalar abstract stochastic control subsystems

$$\hat{\Sigma}_{i \in \{1, 2, 3, 4\}} = \frac{d}{dt} \hat{\xi}_i(t) = \hat{\eta}_i(t) dt + \hat{\xi}_i(t) dW_t,$$

with the interconnection matrices $\hat{\mathcal{D}}_i = 0$ and diffusion matrices $E_i = 1 - \|E_i\|$. Simultaneously, we get $Q_i = -4$ for $i \in \{1, 2\}$, $Q_j = -2$ for $j \in \{3, 4\}$, and $S_i = -d$ for $i \in \{1, 2, 3, 4\}$. Next, we set $\lambda = 1$ and solve an appropriate linear matrix inequality to determine $M_i$ and $K_i$ so that (V.2) holds. We get

$$M_i = \begin{bmatrix} 6.0122 & 4.3636 & 1.1968 \\ 4.3636 & 4.4916 & 1.2608 \\ 1.1968 & 1.2608 & 0.6304 \end{bmatrix}, \quad K^T_i = \begin{bmatrix} -7.5 \\ -3.5 \\ -4.5 \end{bmatrix},$$

for $i \in \{1, 2\}$, and

$$M_j = \begin{bmatrix} 6.2601 & 4.6753 \\ 4.6753 & 4.1554 \end{bmatrix}, \quad K^T_j = \begin{bmatrix} -4 \\ -3 \end{bmatrix},$$

for $j \in \{3, 4\}$. Inequality (V.6) holds for $\lambda = 1/2$. The matrices $R_i$ follow from (V.8) and are $R_i = 1.9$ for $i \in \{1, 2\}$ and $R_j = 1.13$ for $j \in \{3, 4\}$. The interfaces are given by

$$\nu_i(x, \hat{x}_i, \hat{u}_i, \hat{w}_i) = K_i(x - P_i \hat{x}_i) - 4\hat{x}_i + 1.9\hat{u}_i - d\hat{w}_i \quad \text{(V.1)}$$

$$\nu_j(x, \hat{x}_j, \hat{u}_j, \hat{w}_j) = K_j(x - P_j \hat{x}_j) - 2\hat{x}_j + 1.13\hat{u}_j - d\hat{w}_j \quad \text{(V.1)}$$

for $i \in \{1, 2\}$ and $j \in \{3, 4\}$ and the internal inputs are given by $\hat{w}_1 = \hat{x}_1, \hat{w}_2 = \hat{x}_2, \hat{w}_3 = \hat{x}_1, \hat{w}_4 = \hat{x}_2$. Theorem 5.1 applies to $\Sigma_i$ and $\Sigma_i$ showing that $V(t)$ of the form (V.3) is a stochastic simulation function of $\hat{\Sigma}_i$ by $\Sigma_i$ with the interface $\nu_i$. As provided in the proof of Theorem 5.1 the comparison functions for $i \in \{1, 2\}$ and $j \in \{3, 4\}$ are given by

$$\alpha(s) = s, \quad \lambda_i = \frac{1}{2}, \quad \rho_{\text{ext}}(s) = 0.65s, \quad \rho_{\text{int}}(s) = 1.76ds,$$

for any $s \in \mathbb{R}_{\geq 0}$.

B. The interconnected system

We now proceed by applying Theorem 4.2. In particular, we check Assumption 1 which is satisfied by $\gamma_i(s) = s, \lambda_i = \frac{1}{2}$, and using $\rho_{\text{int}}$ (c.f. Remark 4.4), $\delta_{ij}$ are as done with $\delta_{11} = \delta_{22} = 1.76ds, \delta_{12} = \delta_{13} = 3ds$, and the rests are zero. Additionally, we require the existence of a vector $\mu \in \mathbb{R}_{\leq 1}^4$ satisfying (IV.5), which is the case if and only if the spectral radius of $2\Delta$ is strictly less than one, i.e., $2\sqrt{3} \times 1.76ds < 1$, which holds for $d = 0.1$. One can choose the vector $\mu$ as $\mu = [1; 1; 1; 1]$ and, hence, it follows that $V(x, \hat{x}) = \sum_{i=1}^{4} V_i(x_i, \hat{x}_i)$ is a stochastic simulation function of $I(\Sigma_1, \Sigma_2, \Sigma_3, \Sigma_4)$ by $I(\hat{\Sigma}_1, \hat{\Sigma}_2, \hat{\Sigma}_3, \hat{\Sigma}_4)$ which follows from (VI.1). Following the proof of step 10, Theorem 5.2, we see that $V$ satisfies (III.2) with $\alpha(s) = s$ and (III.2) with $\alpha(s) = s$ and $\rho_{\text{int}}(s) = 0.65s$, and $\rho_{\text{int}}(s) = 1.76ds$. From Theorem 5.2 we obtain

$$E[\|\hat{\omega}(t) - \hat{\omega}(0)\|] \leq e^{-0.4t} E[V(a, \hat{a})] + 4.6E[\|\hat{\nu}\|_{\infty}].$$

(V.1)

We show some simulation results in Figure 4 for inputs

$$\hat{v}_1(t) = \frac{1}{\sqrt{1+t}} \sin(t), \quad \hat{v}_2(t) = \frac{1}{\sqrt{1+t}} \cos(t), \quad \hat{v}_3 = \hat{v}_4 = 0.$$